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Abstract—Text sentiment classification is critical of importance
to improve the autonomous decision making and communication
ability among object peers in Social Internet of Things (SIoT).
To classify sentiment polarity on a fine-grained level, aspect-
level sentiment classification has become a promising direction in
recent years. However, the existing solutions typically ignored the
mutual information between sentences and their respective aspect
terms while generally performing sentiment classification by
using simple attention mechanism. Thus, the relevant results seem
to be unpromising. We aim to develop a novel neural-network-
based model, by relying on the NLP model for rich feature
extraction, called mutual attention neural networks (abbreviated
as MAN) to conduct the aspect-level sentiment classification
tasks in this paper. Compared with previous work, our proposed
MAN model takes advantage of the bidirectional long short-term
memory (Bi-LSTM) networks to obtain semantic dependence of
sentences and their respective aspect terms, while learning the
sentiment polarities of aspect terms in sentences by proposing
mutual attention mechanism. To evaluate the performance of
MAN, we conduct our experiments on three real-world datasets,
i.e., LAPTOP, REST, and TWITTER. The experimental results
show that our proposed MAN model has significantly perfor-
mance improvements when compared to several existing models,
in terms of aspect-level sentiment classification.

Index Terms—Natural Language Processing, Social Internet of
Things, Sentiment Classification, Mutual Attention Mechanism

I. INTRODUCTION

THE Internet of Things (IoT), referring to the “Internet
connected by all things”, is an extension of the Internet

by combining various information sensing devices, computing
devices, objects, and people with Internet to form a large-sized
operational networks [1]. It can realize the interconnection
of human, machines, and things at any time and location.
On the other hand, social networks [2] (such as Facebook,
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Twitter, and Weibo, etc.), as the important Internet applica-
tions, have become prevalent and are playing critical roles
in our daily life, by providing communication and interactive
services for online aggregated users in various forms with
certain social relationships or common interests. Recently,
the research community initialed an emerging paradigm with
the integration of social networks and IoT, named the Social
Internet of Things (SIoT) [3], with the aim to leverage the
social users’ behaviors or opinions to enhance the IoT devices’
functionality. Fig. 1 illustrates the framework of SIoT. SIoT
relies on the topology of social networks and their entities, rep-
resented by intelligent hardware and users, utilizes the social
relationships to construct the effective models that can capture
social networks characteristics. Such characteristics offer the
valuable information for human’s activities and behaviors,
which thus can be well utilized by SIoT networks, with per-
ceptual monitoring technology, to make the intelligent decision
for their network deployment or service enhancements. Thus,
SIoT can take advantage of social networks topology and
information to enhance the user-friendliness and connectivity
of IoT networks. In addition, it can improve intelligence
and context awareness so as to support autonomous decision
making and communication among object peers.

In SIoT, social media platforms typically generate large
amounts of data, which are the valuable resources to help peo-
ple or machines make decision for the control or monitoring
components by analyzing the inherent opinions or sentiment
information. Such efforts are critical of importance as they
have the potential of bringing significant benefits to society
and national lives. One critical task in SIoT is to capture
human-to-human friendliness and perception by analyzing
user-related services. This requires us to develop effective
solutions to extract features from the natural language of
user-related services and analyze such features to mine users’
inherent meanings. Natural language processing (NLP) [4] and
computational linguistics [5], [6] are powerful techniques that
can be used by us, which have been applied to many areas
successfully, such as text classification, sentiment analysis,
question and answer system, machine translation, and named
entity recognition, etc. Through these applications, SIoT can
automatically extract users’ inherent meanings, which can
offer valuable information to human or smart devices to make
decisions for user-related services.

To understand user-related services, sentiment analysis from
the social networks is a necessary and fundamental task with
the aim to mine users’ opinion in SIoT. We aim to analyze
user’s sentiment information to understand users’ opinions so
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Fig. 1. The framework of SIoT.

that they can be well utilized by SIoT in this paper. According
to the coarse or fine division of the grain, there are three differ-
ent levels of sentiment analysis, i.e., document level, sentence
level, and aspect level. Document-level sentiment classification
specifies an overall sentiment polarity to determine whether
the article is conveying an overall positive, negative or neutral
opinions. Sentence-level sentiment classification has a finer
grain than document-level, it determines the sentiment polarity
of the entire sentence. Aspect-level sentiment classification has
the finest grain of them, it targets to classify the sentiment
polarity of each disparate aspect in one sentence.

If there are multiple aspects existing in one sentence, the
aspect-level sentiment classification model can capture the
sentiment polarities of disparate aspects. For instance, in the
sentence “The portions are small but being that the food was
so good makes up for that.”, there are two aspects: “portions”
and “food”. Because the sentence expresses a negative attitude
toward “portions”, its correct sentiment polarity is negative.
Additionally, this sentence expresses a positive attitude toward
“food”, so its anticipated sentiment polarity is positive. Such a
polarity identification work cannot be tackled by the tradition-
al sentiment model, i.e., document-level and sentence-level,
because when multiple aspects appear in one sentence, the
sentiment of entire sentence may consist of negative, positive,
and neutral polarities. This is extremely important to judge
the polarity of a sentence by using aspect-level sentiment
classification model rather than the other two models, to
capture the correct polarity in the appearance of positive
negative, positive, or neutral polarities. The general sentiment
classification tasks can make polarity mistakes without taking
into account the multiple aspects. Overall, the aspect-level
sentiment classification has the superior advantages over both

document-level and sentence-level sentiment classification.
Many efforts have been put on sentiment classifications.

For example, [7] has conducted a systematic and compre-
hensive study of sentiment classification on film reviews by
using the supervised machine learning algorithms. In [8], the
sentiment classification method for online comment texts has
been proposed by using unsupervised learning algorithm based
on the sentiment lexicon and manual decision rules. In [9],
an unsupervised deep neural network is proposed and works
effectively, which attracts both industry and research commu-
nity’s attentions to explore the deep learning approaches on
the sentiment classification. On the other hand, some work has
focused on the NLP while integrating the popular deep neural
networks, i.e., long short-term memory (LSTM) networks
models [10] and convolutional neural networks (CNN) models
[11]. When conducting the sentiment classification tasks, the
sentences are represented with features vectors to provide the
affluent information for the training of deep neural networks.
Even the existing work has explored the sentiment information
to some extent, they mainly concentrate on the document level,
sentence level, or simple attention mechanisms. The aspect-
level sentiment classification with the consideration of the
mutual attention between sentences and their respective aspect
terms, which have rich information to reflect a sentence’s
sentiment information, is not explored yet.

We propose a new framework in this paper, named mutual
attention neural networks (abbreviated as MAN), to conduct
the aspect-level sentiment classification tasks. This framework
is based on LSTM and attention mechanisms, which aims
to acquire the important information of the sentences and
their respective aspect terms while making full use of the
mutual information between them. Thus, such a framework can
significantly improve sentiment classification results. Mutual
attention is gained through the following steps. We first obtain
the initial representations of the sentence and the aspect
term by calculating the average of the two hidden matrices
generated by Bi-LSTMs, and then multiply these types of
matrices. Two softmax functions are used to calculate the
probability distribution in each column and row of the matrix
that was generated in the previous step. In the end, we
calculate the average again to acquire the mutual information
between the sentence and the aspect term, and then perform
the multiplication operations. To evaluate the performance of
our proposed solution, we do experiments on three real-world
datasets: LAPTOP, REST, and TWITTER. The experimental
results demonstrate that our proposed solution can improve
the performance of sentiment classification significantly when
compared to multiple existing solutions.

We summarize the contributions of this paper as follows:
• A new model named mutual attention neural networks

(abbreviated as MAN) is proposed in this paper, aiming
to extract the mutual attention information between sen-
tences and their respective aspect terms to conduct aspect-
level sentiment classification tasks. Such a MAN model
can correctly classify the sentiment polarity when there
are various aspects in one sentence. It can enhance the
sentiment classification accuracy, which thus can eventu-
ally improve the autonomous decision making ability and
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communication ability among object peers in SIoT.
• In MAN, we integrate an attention-over-attention mech-

anism [12] for reading comprehension into our solution
with customized design. Thus, the proposed MAN model
can acquire the important information of the sentences
and their respective aspect terms while making full use
of the mutual information between them.

• The experimental results demonstrate that the perfor-
mance of our proposed model outperforms several other
LSTM-based models. Moreover, we also conduct exper-
iments to demonstrate the effectiveness of our proposed
mutual attention mechanism in terms of aspect-level
sentiment classification.

The remainder of this paper is organized as follows. Sec-
tion II describes our problem and discusses the existing
challenges. Section III gives some preliminary knowledge. In
Section IV, we present the detailed design of our proposed
MAN model. Section V conducts some experiments on real-
world datasets to show the performance of MAN model.
Section VI discusses the related work. In Section VII, we
conclude this paper and present prospect for future work.

II. PROBLEM SCOPE

In this paper, we aim to develop a new solution to enhance
the autonomous decision making ability and communication
ability among object peers in SIoT, by relying on the valuable
and rich information from social networks. We focus on the
sentiment information embedded in social networks contents
in particular, and extract such information to capture social
users’ behaviors or opinions that can serve to SIoT for the
intelligent decision making or enhance service needs. Given
the fact that each sentence may include multiple aspects
instead of one, while their polarities may conflict with each
other (i.e., positive polarity and negative polarity), it is nec-
essary to mine multiple aspects information of each sentence
so as to capture the correct polarity of this sentence. This
contradicts to the existing both document-level and sentence-
level methods, where only one aspect is extracted, which is
far more than enough to correctly represent one sentence’s
sentiment information.

In addition to the information of multiple aspect terms,
the mutual information between sentences and their respective
aspect terms is also important to help recognize the sentiment
and the respective polarities. Thus, we will develop new mu-
tual attention mechanism to acquire the important information
of sentences and their respective aspect terms while making
full use of the mutual information between them for sentiment
classification.

Therefore, the goal of this paper is to develop new solution
to effectively conduct sentiment classification tasks by taking
both aspect terms in each sentence and mutual information
between sentence and its aspect terms into consideration to
deeply extract the inherent semantic and syntax information
of each sentence that can exhibit its sentiment, behaviors, and
attitudes. There are two challenges existing in our problem:
1) how to correctly extract the polarity of each sentence in
the aspect-level; 2) how to mine the semantic dependence

of sentences and their respective aspect terms, and capture
the mutual information between them. We propose a novel
model in this paper, named mutual attention neural networks
(abbreviated as MAN), to conduct the effective sentiment
classification tasks by overcoming aforementioned challenges.
In particular, a new mutual attention mechanism to extract the
mutual information of sentences and their respective aspect
terms is developed by us. Then, we employ this proposed
mechanism to acquire the mutual relationships of extracted
information to complete the aspect-level sentiment classifica-
tion tasks.

III. PRELIMINARY KNOWLEDGE

A. Word Embedding

The word embedding is an important technique to expand a
word into a vector expression so as to capture the context of
a word and relation with other words. Typically, there are two
methods to represent words, i.e., discrete representation and
distributed representation. One-hot vector is a simple version
of discrete representation. That is, assuming there are a total
of n words in the lexicon, and for each word, it will be
represented by an n-dimensional vector, where each word
will correspond to one unique position in the n-dimensional
vector. To express a word with a n-dimensional vector, we
can set the element in the corresponding position as 1 while
all other positions to be 0. This method is simple, but the
dimensions of the vector will linearly increase with the number
of corpus, resulting in the large space and data sparseness. On
the other hand, distributed representation method can address
these drawbacks, by training each word to map into a short
word vector. This method can create multiple hierarchies or
segments where different weights can be assigned to the
information displayed by each word, it can be used to study
the relationship among words in a common statistical way.
The choice of these segments or dimensions can be flexibly
determined and each word will be represented by the weight
distribution in those segments. For example, “apple” can be
expressed as [0.00,−0.01, 0.03, 0.95] while “orange” can be
expressed as [0.01, 0.00,−0.02, 0.97]. The dimension of a
vector can be set to arbitrary value. The GloVe model [13]
takes into account both the overall statistics features of the
corpus and the local context features, and then introduces the
co-occurrence probabilities matrix. It has prominent features
of much faster training process and of better performance
on small corpora or small vectors, when compared to the
traditional word vector training models. Thus, we employ the
GloVe model to generate the distributed representation of each
word in our method.

B. LSTM

LSTM is a specific structure of RNN, by adding three
control units on the basis of RNN structure, including input
gate, forget gate, and output gate. Once information enters into
the LSTM, the three units can make adjustment, where infor-
mation meeting the rules will be kept while the noncompliant
information will be forgotten. Therefore, the problem of long
sequence dependence in neural networks can be solved based
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on this regulation. In addition, LSTM can avoid vanishing or
exploding gradient problems. The general structure of LSTM
is shown in Fig. 2.
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g cell h

 forget gate

input gate
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Fig. 2. The basic structure of LSTM.

Given an input word embedding vector v at each time t,
LSTM is updated as follows:

it = σ(Wi · [ht−1; vt] + bi). (1)

ft = σ(Wf · [ht−1; vt] + bf ). (2)

ot = σ(Wo · [ht−1; vt] + bo). (3)

gt = tanh(Wg · [ht−1; vt] + bg). (4)

ct = it � gt + ft � ct−1. (5)

ht = ot � tanh(ct). (6)

where i, f , and o respectively denote the input gate, forget
gate, and output gate, σ represents sigmoid function, Wi, Wf ,
Wo, Wg denote weight matrices while bi, bf , bo, bg denote
biases.

IV. MODEL DESCRIPTION

We present the detailed design of our proposed MAN model
to conduct the sentiment classification tasks in this section.
To process the aspect-level sentiment classification tasks, we
leverage a prominent attention-over-attention mechanism [12]
and develop new solutions with the customized design. In
particular, we calculate the average of the two hidden matrices
generated by Bi-LSTMs to obtain the initial representations
of the sentence and the aspect term, respectively. After mul-
tiplying these two matrices, we use two softmax functions
to calculate the probability distribution in each column and
row of the multiplied matrix. Then, we calculate the average
values again to acquire the mutual information between the
sentence and the aspect term. After that, we perform the
multiplication operation again in the resulted matrices. Fig. 3
shows the flowchart of our proposed MAN model, which
includes four modules: 1) the input embedding module: each
word is mapped into a low-dimensional vector by using it; 2)
Bi-LSTM module: it is employed to learn the hidden semantics
of word vectors; 3) the mutual attention module: it is used to
acquire the mutual information of the sentence and its aspect
terms; 4) the final prediction and model training module:
this module is used to perform the final classification of the
sentiment polarity.

A. Constructing Input Embedding Layer

Assume we have one sentence s = [w1, w2, ..., wi, ..., wm]
with the length of m and its aspect term t =
[wi, wi+1, ..., wi+n−1] with the length of n included in the
sentence s, where w represents the words in s. Our goal is
to determine the sentiment polarity of sentence s towards
aspect term t. To represent the words of the aspect terms
and that of the sentence, we aim to mapped into the low-
dimensional vectors with real values via the distribution
representation word embedding method [14]. The prominen-
t distribution representation embedding method, i.e., GloVe
[13], is employed to generate an embedding matrix, denoted
as L ∈ R|V |×dl , serving as the word vector lookup table,
where dl and | V | represent the embedding dimension and
vocabulary size, respectively. We query the vector lookup table
to find the respective low-dimensional vector for each word.
For the words that are not found in the embedding matrix L,
the corresponding values will be set to zero. Thus, in the end,
we have two sets of word vectors S = [v1; v2; ...; vi; ...; vm],
S ∈ Rm×dl , and T = [vi; vi+1; ...; vi+n−1], T ∈ Rn×dl ,
corresponding to the sentence and its aspect term, respectively.

B. Obtaining Semantic Dependence using Bi-LSTM

After obtaining the word vectors S and T , the hidden
semantics of S and T can be learned respectively by using
two Bi-LSTMs. For each Bi-LSTM, it consists of two LSTMs,
where one is a forward LSTM and the other one is a backward
LSTM. By using Bi-LSTM, we can capture the bidirectional
semantic dependence of the sentence, thereby avoiding the
inability to encode a sequence of information from back to
front if only LSTM is employed. The structure of the Bi-
LSTM module in our model is illustrated in Fig. 4.
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One forward LSTM and one backward LSTM constitute a
Bi-LSTM. Each word in the sentence is represented by con-
necting the forward hidden states and the backward ones. For
forward LSTM, given an input S, we can obtain a sequence of
hidden states

−→
hS ∈ Rm×dh , where dh represents the dimension

of hidden states. For backward LSTM, given the input S, we
can obtain another sequence of hidden states

←−
hS ∈ Rm×dh .

The final output hidden states hS = [h1S ;h
2
S ; ...;h

i
S ; ...;h

m
S ],

hS ∈ Rm×2dh are generated by connecting the hidden states
of the forward and backward LSTMs. The equations are
expressed as follows:

−→
hS =

−−−−→
LSTM(S). (7)

←−
hS =

←−−−−
LSTM(S). (8)

hS = [
−→
hS ;
←−
hS ]. (9)

Using the same method, we can also obtain a sequence
of hidden states hT = [hiT ;h

i+1
T ; ...;hi+n−1

T ], hT ∈ Rn×2dh

when given an input T . The equations are expressed as
follows:

−→
hT =

−−−−→
LSTM(T ). (10)

←−
hT =

←−−−−
LSTM(T ). (11)

ht = [
−→
hT ;
←−
hT ]. (12)

C. Capturing Mutual Attention

After obtaining the hidden semantic representations of the
sentence hS and its aspect term hT , which are generated by
Bi-LSTMs, we first calculate the average of the two hidden
matrices and obtain hS and hT , hS and hT are used as the
the initial representations of the sentence and its aspect term:

hS =
m∑
i=1

hiS
m
. (13)

hT =
n∑

i=1

hiT
n
. (14)

Second, we multiply hS and hT , obtaining a sentence-
aspect matching matrix M , that indicates the matching degree
between the words of the sentence and its aspect term:

M = hS · hT
T
. (15)

Third, we use two softmax functions to calculate the prob-
ability distribution in each column and row of the matching
matrix M . The results are called the sentence-to-aspect atten-
tion matrix MC and the aspect-to-sentence attention matrix
MR:

MCij =
exp(Mij)∑
i exp(Mij)

. (16)

MRij
=

exp(Mij)∑
j exp(Mij)

. (17)



2327-4662 (c) 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JIOT.2020.2963927, IEEE Internet of
Things Journal

At this point, we have obtained both sentence-to-aspect
attention matrix MC and aspect-to-sentence attention matrix
MR. We calculate the average of MC and MR to acquire the
mutual information between the sentence and its aspect term:

MC =

∑
j MCij

2dh
. (18)

MR =

∑
iMRij

2dh
. (19)

Then, we multiply MC by MR and get the results denoted
as p, representing the final sentence-level attention, i.e.,

p =MC
T ·MR

T
. (20)

Ultimately, the final sentence representation α is obtained
by multiplying hs and p, we have:

α = hS · p. (21)

D. Training Model and Finally Predicting

The final sentence representation α is regarded as the final
classification feature, we plan to project α into the targeted C
classes space by feeding α into a linear layer. The equation
can be expressed as follows:

x =Wl · α+ bl. (22)

where bl is the bias and Wl is the weight matrix. Then, to
calculate the probability of the sentence s with sentiment
polarity c ∈ C, we feed x into a softmax layer, i.e.,

Pc =
exp(xc)∑
i∈C exp(xi)

. (23)

where Pc is the predicted probability of sentiment class c. The
label whose probability is the highest will be considered as the
ultimate predicted sentiment polarity. We train the model by
minimizing the cross-entropy with L2 regularization:

Loss = −
∑

(s,t)∈D

∑
c∈C

P g
c (s, t) · log(Pc(s, t)) + λ ‖θ‖2 .

(24)

where (s, t) is a sentence-aspect pair, D is the collection of
training data, Pc(s, t) is the probability that our model predicts
that (s, t) belongs to class c, P g

c (s, t) is an indicator function
with value 0 or 1, θ is the weight matrix in the LSTM and
linear layer, and λ is the L2 regularization parameter.

V. EXPERIMENTAL

To evaluate the performance of our proposed MAN mod-
el in the processing of aspect-level sentiment classification
tasks, we conduct experiments on the real-world datasets in
this section. The detailed experiments setting will be listed,
including the distribution of the datasets, the setting of the
hyperparameters, and the detailed case study.

A. Experimental Setting

To evaluate the performance of our MAN model, we take
three real-world datasets: LAPTOP, REST, and TWITTER,
which have been widely used in previous research, and do
experiments on them. The detailed description of these three
datasets is given: LAPTOP and REST are from the SemEval
ABSA challenge [15], containing reviews in the laptop and
restaurant domains, respectively, collected from social media
platforms. It should be noted that they not only include the
positive, negative and neutral these three kinds of sentiment
polarities, but also contain the fourth category, which is
conflict, it represents that a sentence expresses both positive
and negative opinions on one aspect. As the number of the
reviews for the fourth category is relatively small, it makes
the entire dataset unbalance. Thus, the conflict category is
removed [16]. In our experiment, we only use the LAPTOP
and REST datasets that include positive, negative and neutral
sentiment polarities. TWITTER includes a set of twitter posts,
which are collected by Dong et al. [17]. Notably, all reviews in
these three datasets are tagged with three sentiment polarities:
negative, neutral, and positive. The datasets that we have used
in the experiments have the unified format, where each sen-
tence has a list including aspects and the sentiment polarities
information [15]. An example of the unified format is shown
in Fig. 5.

<sentence id = “11351725#582163#9”>
      <text>Our waiter was friendly and it is a shame that he didnt have a supportive 
staff to work with.</text>
      <aspectTerms>
            <aspectTerm term=“waiter”polarity=“positive”form=“4”to=“10”/>
            <aspectTerm term=“staff”polarity=“negative”form=“74”to=“79”/>
      </aspectTerms>
      <aspectCategories>
            <aspectCategory category=“service”polarity=“conflict”/>
      </aspectCategories>
</sentence>

Fig. 5. The unified format of the datasets.

Our goal here is to identify the corresponding polarities of
the aspects in the review. The numbers of test and training
instances of each category in the three datasets is shown in
Table I.

TABLE I
DISTRIBUTIONS OF THE DATASETS FROM SEMEVAL-2014 TASK 4 AND
TWITTER. THE NUMBERS IN THE TABLE INDICATE THE NUMBER OF

SENTENCE-ASPECT PAIRS.

Datasets Positive Negative Neutral

REST
Train 2164 807 637

Test 728 196 196

LAPTOP
Train 994 870 464

Test 341 128 169

TWITTER
Train 1561 1560 3127

Test 173 173 346
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In our experiment, 300-dimensional GloVe vectors are used
to initialize the word embedding of sentences and aspect
terms in the datasets. For the words that are not found in the
embedding matrix L, the corresponding values will be set to
zero. The relatively short sentences are zero-padded until the
length is the same as the length of the longest sentence in the
datasets. By sampling a uniform distribution U(−10−4, 10−4),
all values of the weight matrix are initialized, and all biases
are initialized to 0. The L2 regularization coefficient is set
to be 10−5 and the dropout rate [18] is set to be 0.3. We
choose Adam optimizer [19] to minimize the cross-entropy
loss with the learning rate initialized to be 0.001, and the
batch size set to be 32. We adopt two metrics to evaluate the
classification performance of our model: Accuracy and Macro-
F1 score, where the first one is usually adopted to standard
classification problems and the second one is more suitable
for multi-label classification tasks. They can be calculated as
follows:

Accuracy =
TP + TN

TP + FP + TN + FN
=
TP + TN

N
. (25)

MacroPrecision =
1

|C|

|C|∑
i=1

TPi

TPi + FNi
. (26)

MacroRecall =
1

|C|

|C|∑
i=1

TPi

TPi + FPi
. (27)

Macro− F1 =
2×MacroPrecision×MacroRecall

MacroPrecision+MacroRecall
.

(28)

where N denotes the total number of testing samples, |C| is
the amount of classes. TP , TN , FP , FN are described in
Table II.

TABLE II
CLASSIFICATION RESULT CONFUSION MATRIX.

True Label

Yes No

Classifier

Label

Yes TP (True Positive) FP (False Positive)

No FN (False Negative) TN (True Negative)

B. Compared Solutions

We plan to compare the performance of our MAN model
with the the following existing models:
• Majority: This method distributes most of the sentiment

labels of the training set on each sample in the test set.
It is a basic baseline method.

• LSTM: This method uses only one LSTM to model
the sentence, and the ultimate averaged hidden vector is
regarded as the representation of the sentence for the final
classification.

• AE-LSTM and ATAE-LSTM [20]: They use the embed-
dings of aspect terms to generate attention vectors, thus
focusing on different parts of the sentence. ATAE-LSTM
combines the aspect embedding and the word embedding
vector to represent the context and generate attention
vectors.

• TD-LSTM [21]: It uses two LSTMs, namely, one for-
ward LSTM and one backward LSTM, aiming to model
the front part and the left part of the aspect term sepa-
rately. The final classification is based on concatenated
context representations.

• MemNet [22]: This method uses multi-hop attention
mechanism, the attention is used many times for word
embedding instead of combing the results of different
attentions, and only the last attention output is input into
the softmax function for prediction.

• IAN [23]: The author uses the hidden states from the
context and the target to generate attention vectors for
the target and the corresponding context. The final clas-
sification is based on the concatenation of the context
representation and the target representation.

• AOA [24]: It also applies the attention-over-attention
mechanism [12], which was proposed for reading com-
prehension tasks. Different from our model, the hidden
matrices of the sentence and the aspect term are directly
multiplied without calculating the average of them.

• BILSTM-ATT-G [25]: In this method, attention-based
LSTM is adopted to model the front part and the left
part around the target separately and control the value of
the front part, the left part and the whole sentence for
prediction by using gates.

C. Performance Comparisons

For different random initializations, the performance of the
model fluctuates, which is a common initialization problem
in the process of neural network training [26]. We have
conducted multiple experiments on the three datasets to test
the performance of our MAN model and found the fluctuation
range is relative small. For example, on LAPTOP dataset,
the classification Accuracy values fluctuates from 73.35% to
75.71% and the Macro-F1 score values fluctuates from 70.87%
to 72.89%. Similarly, on the other two datasets, i.e., REST
and TWITTER, the Accuracy values and the Macro-F1 score
values also fluctuate within a relatively small range. To show
the performance of our MAN model, we run experiments 10
times and calculate the average values of Accuracy and Macro-
F1 score on each dataset. The comparison of our MAN model
with other respective models as listed in Section V-B is shown
in Table III. From this table, we can see our proposed MAN
model always outperforms other respective models in terms of
Accuracy and Macro-F1 score. The reason is that, the first two
methods, i.e., Majority and LSTM, are designed to classify
the sentiment polarity at the text level, they can judge the
sentiment polarity of the whole sentence and cannot capture
the information of the aspect terms, so their performances
are the worst. AE-LSTM and ATAE-LSTM generate attention
vectors by using the embeddings of the aspect terms, they
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TABLE III
THE COMPARISON RESULTS (%). CLASSIFICATION PERFORMANCE OF DIFFERENT METHODS ON SEMEVAL-2014 TASK 4 AND TWITTER DATASETS. WE

RUN THE MAN MODEL 10 TIMES, AND SHOW THE MEAN OF THE ACCURACY AND THE MEAN OF THE MACRO-F1 SCORE. THE BEST PERFORMANCES
ARE IN BOLD.

Methods
REST LAPTOP TWITTER

Accuracy Macro-F1 Accuracy Macro-F1 Accuracy Macro-F1

Majority 53.50 33.33 65.00 33.33 50.00 33.33

LSTM 75.45 66.57 66.77 58.62 64.16 61.92

AE-LSTM 76.51 64.19 68.74 65.35 68.47 66.70

ATAE-LSTM 77.23 66.69 68.50 63.81 68.35 65.06

TD-LSTM 78.04 66.24 69.44 63.24 70.66 68.18

MemNet 78.75 66.74 70.53 63.70 70.23 68.11

IAN 78.57 67.94 71.78 66.26 69.51 67.88

AOA 79.98 68.96 73.07 68.52 70.95 67.88

BILSTM-ATT-G 79.75 69.12 73.11 69.97 70.86 68.63

MAN 80.71 70.95 74.13 71.93 72.12 70.13

TABLE IV
THE PERFORMANCE OF ABLATED MAN (%). CLASSIFICATION PERFORMANCE OF MAN-R, MAN-C, AND MAN ON SEMEVAL-2014 TASK 4 AND
TWITTER DATASETS. WE RUN THEM 10 TIMES, AND SHOW THE MEAN OF THE ACCURACY AND THE MEAN OF THE MACRO-F1 SCORE. THE BEST

PERFORMANCES ARE IN BOLD.

Methods
REST LAPTOP TWITTER

Accuracy Macro-F1 Accuracy Macro-F1 Accuracy Macro-F1

MAN-R 79.01 68.44 72.12 68.72 70.76 69.12

MAN-C 78.98 67.63 71.43 67.74 69.75 68.56

MAN 80.71 70.95 74.13 71.93 72.12 70.13

perform better as the attention mechanism can help the model
focus on the target word in one sentence. In TD-LSTM,
target word is took into consideration, and two LSTMs are
used to model the front part and the left part of the target
separately. It performs better than ATAE-LSTM but still worse
than MemNet, as the attention mechanism is not adopted.
MemNet uses attention many times for word embedding, and
the last attention output is used for prediction. IAN uses
the hidden states from the context and the target to generate
attention vectors for the target and the context, respectively.
AOA applies an attention-over-attention model to enhance the
classification accuracy. BILSTM-ATT-G uses attention-based
LSTM to model the front part and the left part around the
target separately. Although the above models use attention
mechanisms in many ways, their accuracy values are lower
than that of ours. The reason can be concluded as following:
first, after obtaining the hidden semantic representations of the
sentence and its aspect term that are generated by Bi-LSTMs,
we calculate the average to obtain their initial representations;
second, we use the mutual attention mechanism to acquire
the important information of the sentence and its aspect terms

while making full use of the mutual information between them.
After adjusting the parameters many times, we obtained the
better results than several other LSTM-based models.

D. Time Cost Comparisons

We consider the same 300-dimensional GloVe word vectors
and implement several typical LSTM-based models (i.e., LST-
M, MemNet, TD-LSTM, ATAE-LSTM, IAN, and AOA) on
SemEval-2014 Task 4 and TWITTER datasets, and run them
on the machine with the configuration of Windows 10 system
with 2×Intel(R) Xeon(R) Silver 4214 CPU, GeForce RTX
2080 Ti GPU, and 128GB RAM. We run 10 times for each
of the compared solutions and our MAN model. The averaged
computational cost of each method is shown in Table V.

From these results, we can see the computational cost of
our MAN model is higher than the compared solutions. The
reason is that our MAN model needs to use the mutual
attention mechanism to acquire the mutual information be-
tween sentences and their respective aspect terms, which is
inevitably bringing more computation complexity. However,
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TABLE V
THE AVERAGED RUNTIME (SECONDS) OF LSTM, MEMNET, TD-LSTM,

ATAE-LSTM, IAN, AOA, AND OUR MAN MODEL.

Methods
Time Cost

REST LAPTOP TWITTER

LSTM 64 44 85

MemNet 88 59 139

TD-LSTM 97 66 144

ATAE-LSTM 121 81 177

IAN 141 94 216

AOA 157 97 228

MAN 164 115 237

from Table III, we can see the classification accuracy of our
MAN model outperforms other compared solutions.

E. Performance of Ablated MAN

In this section, to show the impact of each component on our
MAN model, we introduce two schemes: MAN-R and MAN-
C. The mutual attention mechanism structures of MAN-R and
MAN-C are shown in Fig. 6.

softmax
 

average

RM

M

M

RM

MAN-R

softmax

 
average

 average

 average

MAN-C M

M

CMCM

Fig. 6. The mutual attention mechanism structures of MAN-R and MAN-C.

MAN-R. After multiplying hS and hT , and obtaining the
sentence-aspect matching matrix M , we only use one softmax
function to calculate the probability distribution in each row
of matrix M , and the result is matrix MR. We calculate
the average of M and MR, then multiply M and MR, the
result is called pR. Then, the final sentence representation

αR is obtained by multiplying hS and pR. The equations are
summarized as follows:

M =

∑
j Mij

2dh
. (29)

MRij =
exp(Mij)∑
j exp(Mij)

. (30)

MR =

∑
iMRij

2dh
. (31)

pR =M
T ·MR

T
. (32)

αR = hS · pR. (33)

MAN-C. Different from MAN-R, in this scheme, softmax
function is used to calculate the probability distribution in
each column of matrix M , and the result is matrix MC . We
then calculate the average of M and MC , multiply M and
MC , to obtain the result, denoted as pC . The final sentence
representation αC is obtained by multiplying hS and pC . The
equations are summarized as follows:

M =

∑
iMij

2dh
. (34)

MCij =
exp(Mij)∑
i exp(Mij)

. (35)

MC =

∑
j MCij

2dh
. (36)

pC =MC
T ·MT

. (37)

αC = hS · pC . (38)

We feed αR and αC into softmax layer respectively to
calculate the probability with sentiment polarity. We run
MAN-R, MAN-C, and MAN on SemEval-2014 Task 4 and
TWITTER datasets 10 times, the means of both Accuracy and
the Macro-F1 score are presented in Table IV.

From Table IV, we can see that the processes of calculating
aspect-to-sentence attention and sentence-to-aspect attention
are very important in the mutual attention mechanism for
the sentiment classification. On the other hand, we can see
the Accuracy and the Macro-F1 score of MAN-C are both
lower than that of MAN-R, which shows that the aspect-
to-sentence attention is more important than the sentence-to-
aspect attention. Our MAN model includes both aspect-to-
sentence attention and sentence-to-aspect attention, thus, it can
outperform both MAN-R and MAN-C.
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keyboardthe is too slick .

keyboard(a)

(b)

(c)

(d)

portionsthe are small but being that the food was so good makes up for that .

portions

food

sizeits is ideal and the weight is acceptable .

size

weight

screennice , keyboardworks great .

screen

keyboard

Fig. 7. Attention weight visualization of the sentence and the aspect terms.

Sentence True BILSTM-
ATT-GLSTM MAN-

R
MAN-
C

Service was good and so was the atmosphere . (↑,↑)

I need graphic power to run my Adobe Creative apps 
efficiently.

(→,→)

The staff should a bit more friendly. ↓

I wish the volume could be louder and the mouse 
didnt break after only a month. 

(↓,↓)

MAN

(↑,↑) (↑,↑) (↑,↑) (↑,↑) (↑,↑)

↑ ↑ ↑ ↑ ↓

(↑,↑) (→,→) (→,→) (→,→) (→,→)

(↑,↑) (↑,↓) (↑,↓) (↑,↑) (↓,↓)

(e)

(f)

(g)

(h)

Dessert was also to die for!(i) ↑ ↓ ↑ ↑ ↑ ↑

ATAE-
LSTM

(↑,↑)

↑

(→,↑)

(↑,↑)

↓

Fig. 8. Examples of classification results. The notations ↑, ↓, and → indicate positive, negative, and neutral respectively.

F. Case Study

In this section, we first cite four reviews from the three
datasets for the case study to test the validity of our MAN
model: “The keyboard is too slick.”, with one aspect term
“keyboard”; “Nice screen, keyboard works great.”, with two
aspect terms “screen” and “keyboard”; “It’s size is ideal and
the weight is acceptable”, with two aspect terms “size” and
“weight”; “The portions are small but being that the food
was so good makes up for that.”, with two aspect terms
“portions” and “food”. We use MAN to model these four
sentences and their respective aspect terms, and visualize
the attention weights, as shown in Fig. 7. The depth of the
blue color indicates how important a word is to the entire
sentence. The sentiment polarity indicating words of aspects
in the four sentences can be automatically pointed out in the
sentence by a colored mark. Therefore, we can obtain that the
attention mechanism can find the relatively important word in
the whole sentence. In sentence (a), for aspect “keyboard”,
the relatively important word is “slick”; in sentence (b), for
aspect “screen”, the relatively important word is “nice”, and
for aspect “keyboard”, the relatively important word is “great”;
in sentence (c), for aspect “size”, the relatively important word
is “ideal”, and for aspect “weight”, the relatively important

word is “acceptable”; in sentence (d), for aspect “portions”,
the relatively important word is “small”, and for aspect “food”,
the relatively important word is “good”.

Furthermore, we also list some sentences to further show
the superiority of our model. We can obtain the examples of
classification results shown in Fig. 8. As shown, two aspects
are given in sentence (e): for aspect “service”, the sentiment
polarity is positive, and for aspect “atmosphere”, the sentiment
polarity is also positive. These six methods can distinguish the
sentiment polarity of the aspect accurately. In sentence (f),
the sentiment polarity according to aspect “staff” is negative,
the grammar is so complicated that except for the MAN
model, other methods cannot judge the sentiment polarity
correctly, it should be the word “friendly” that affects the
accuracy of these four methods. In sentence (g), the sentiment
polarities of the two aspects “graphic power” and “Adobe
Creative apps” are all neutral, in addition to LSTM and ATAE-
LSTM, other methods can correctly distinguish the sentiment
polarities. Similar to sentence (f), the grammar of sentence (h)
is also very complicated, the sentiment polarities of the two
aspects “volume” and “mouse” are all negative, and only the
MAN model can correctly classify the polarities. In sentence
(i), except for LSTM and ATAE-LSTM models, other four
methods can judge the sentiment polarities correctly, it should
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be the word “die” that affects the accuracy of LSTM and
ATAE-LSTM.

Next, we focus on analyzing the three models proposed
in this paper. Through the MAN model, we can accurately
determine the sentiment polarities of the two aspects. But
through the MAN-R and the MAN-C model, we can’t get
the totally correct classification results. Table IV shows that
the aspect-to-sentence attention is more important than the
sentence-to-aspect attention, the accuracy of MAN-C is lower
than that of MAN-R. And the processes of calculating aspect-
to-sentence attention and sentence-to-aspect attention are both
very important in the mutual attention mechanism for the sen-
timent classification. The MAN model includes both aspect-
to-sentence attention and sentence-to-aspect attention, thus, it
can outperform both MAN-R and MAN-C. In addition to these
sentences, we also cite other sentences in the datasets for case
study, and conclude that the classification accuracy of MAN-R
and MAN-C is lower than that of MAN when the grammar is
complicated, and the accuracy of MAN-C is lower than that
of MAN-R.

As can be learned from the above examples, our model can
work well when performing aspect-level sentiment classifica-
tion tasks.

VI. RELATED WORK

Aspect-level sentiment classification aims to judge the sen-
timent polarity of a particular aspect in one sentence. The
research methods may mainly be divided into two kinds: tradi-
tional machine learning methods and neural networks methods.
On one hand, the main idea of the traditional machine learning
method is to design a set of features such as bag-of-words
and sentiment lexicon to train a classifier like support vector
machine (SVM) for aspect-level sentiment classification. For
example, Nasukawa et al. [27] first parse the sentences and
then use predefined rules to classify the aspect terms; Jiang
et al. [28] create several feature-related features based on the
grammatical structure of sentences, thus improving the target-
dependent sentiment classification.

On the other hand, a number of neural-network-based mod-
els have been proposed, which use recurrent neural networks
[29], recursive neural networks [30], and CNNs [11]. Neural-
network-based methods automatically learn feature represen-
tations without the need for intensive feature engineering, and
they have made great achievements in sentiment classification
tasks. Based on LSTM, the most typical classification methods
are created. There are two advantages of LSTM: first, it can
solve the problem of long sequence dependence in neural
networks; second, it can avoid vanishing or exploding gradient
problems [10]. Tang et al. [21] develop two LSTM-based
neural networks, which are called target-dependent long short-
term memory (TD-LSTM) networks and target-connection
long short-term memory (TC-LSTM) networks, to model the
context of target words and solve the classification problem.
These two methods predict the sentiment polarity by using the
last hidden states of the two LSTMs.

Although the neural-network-based models improve the
classification accuracy to a certain extent, when the sen-
timent words are farther away from the modified aspect

terms, these models cannot effectively capture long-distance
information. Hence, to improve the accuracy of the overall
sentiment classification, the attention mechanism is applied.
After achieving excellent results in the image processing field,
researchers began to study how to introduce the attention
mechanism into natural language processing tasks. Dzmitry
et al. [31] are the first to propose the soft attention model
and apply it to the machine translation field. Alexander et al.
[32] use an attention mechanism to summarize the abstract
of one sentence. Sukhbaatar et al. [33] apply the attention
mechanism to question-answering tasks. After the attention
mechanism achieved good results in the above areas, it was
also applied to the sentiment classification tasks [34]. For
example, Wang et al. [20] generate attention vectors by using
the aspect embedding, thereby focusing attention on different
parts of one sentence; Cheng et al. [35] propose a hierarchical
attention (HEAT) network to solve the problem of whether an
unconcerned sentiment word is meaningful for the specified
aspect semantically; Ma et al. [23] use the hidden states from
the context and the aspect terms to generate attention vectors
for the target and the corresponding context; Li et al. [36] use
a CNN to extract the most important classification features
of the sentence; Duan et al. [37] develop a reinforcement-
learning-based method that automatically introduces target-
specific sentence representations into the tree structure; Liu
et al. [25] use gates to control the value of the front part, the
left part and the whole sentence for prediction. Compared with
these methods, our MAN model is effective which can acquire
the important information of the sentences and their respective
aspect terms and simultaneously take full advantage of the
mutual information between them for sentiment classification.

VII. CONCLUSION AND FUTURE WORK

Nowadays, the combination of SIoT and artificial intel-
ligence shows a promising development prospect with the
rapid development of artificial intelligence technology. The
analysis of the data based on the opinions expressed by users
can improve the autonomous decision making ability and
communication ability among object peers of SIoT. We have
proposed a new model in this paper, named mutual attention
neural networks (abbreviated as MAN), to effectively mine
the affluent information of sentences and conduct the aspect-
level sentiment classification. Our MAN model can acquire
the important information of the sentences and their respective
aspect terms while taking full advantage of the mutual infor-
mation between them. When given different aspects, it can
focus on different parts of one sentence. The experiments on
the three real-world datasets: LAPTOP, REST, and TWITTER,
have demonstrated the validity and competitiveness of this
model and that it can improve the performance of sentiment
classification when compared with multiple baselines.

Although the method we proposed has achieved satisfac-
tory results in solving the sentiment classification problem,
in subsequent work, we intend to add more grammatical
elements to our model on the basis of the attention mechanism
to understand the meaning of the sentence in more depth,
enhance the sentiment classification performance, and bring
better experiences to users.
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